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Time-resolved photoelectron spectroscopy of non-adiabatic processes in isolated
molecules in molecular beams and aqueous solutions at ambient temperatures is
discussed. In the former, time–energy mapping of photoelectron kinetic energy
and angular distributions is performed with 22 fs time-resolution by photoelec-
tron imaging using a multicolour filamentation light source. The S2–S1 internal
conversion dynamics in pyrazine, benzene and toluene mediated by conical
intersections and deactivation of furan from the Rydberg and valence states are
discussed. In the latter, a liquid beam photoelectron spectrometer (hemispherical
or time-of-flight) is coupled with a sub-MHz non-collinear optical parametric
amplifier. Additionally, charge-transfer-to-solvent reactions from I� to polar
protic solvents are observed, and the vertical electron binding energies of solvated
electrons in bulk solutions are determined.
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1. Introduction

For many years, one of the greatest desires of all chemists has been real-time observation of
the entire chemical reactions, from reactants to products. Its realisation, however, is
extremely difficult for bimolecular reactions, even at the present time, because the timing of
molecular encounters can hardly be controlled with higher precision than the reaction time.
On the other hand, photo-induced reactions can be triggered with ultrashort laser pulses,
and evolution of the non-stationary states is revealed with the pump–probe methods. The
time-resolution in ultrafast spectroscopy has been improving continuously since the
pioneering flash photolysis experiments of the 1950s [1–3]. Femtochemistry presented by
Zewail [4] and coworkers was the milestone in this endeavour. The highest time-resolution
has now reached ca. 100 attosecond, albeit in limited wavelength region [5–7].

The best probe method of each reaction depends on the information most important
for elucidation of its mechanism. X-ray diffraction/scattering has been used for
the structural analysis of large (bio)molecules at the third-generation synchrotron facilities
[8–10], and high-intensity X-ray free electron lasers are opening a new avenue for the
structural analysis of non-crystalline samples and nanocrystals [11,12]. Femtosecond time-
resolved X-ray diffraction/scattering/absorption spectroscopies will be realised in the near
future in combination of X-ray free electron lasers with femtosecond solid-state lasers.
Ultrafast electron diffraction has been demonstrated most notably for solids [13–18].
A question may arise as to whether clear diffraction or scattering patterns are observable
after a vibrational wave packet of a photoexcited molecule spreads over a large phase–
space volume; the answer is not known at present and will depend on molecule and excess
vibrational energy. Vibrational spectroscopy (infrared and Raman) is a well-established
non-invasive probe of a functional group in the solution, and it has played a central role in
studying biophysical/biochemical processes [19–24]. Complex vibrational spectra of large
biomolecules are resolved using the resonance Raman effect, isotope labelling and
substitution of functional groups. Transient absorption, emission and photoelectron
spectroscopies [25–27] are necessary for elucidating the electron dynamics that induce the
molecular structural changes. In fact, the electronic deactivation pathways and their
quantum yields are crucial for understanding photochemical reaction mechanisms, while
they are generally not understood for large polyatomic molecules [28,29].

In this article, I describe our most recent studies on non-adiabatic electronic dynamics
of polyatomic molecules using time-resolved photoelectron spectroscopy (TRPES) [30–40].
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An exhaustive survey of the literature is not attempted here, as other researchers in the

field have beautifully accomplished that task [39,41]. I will rather focus on summarising

our studies in the past three years. Technical aspects, such as ultrafast lasers and electron

spectrometers, are also described briefly.

2. TRPES: time–energy mapping of observables

Photoelectron spectroscopy was developed by Siegbahn [42,43], Turner [44,45], Vilesov

[46] and their coworkers from the late 1950s to early 1960s and has played an important

role in the development of a molecular orbital theory [37]. Figure 1 shows the diagram of

a He(I) ultraviolet (UV) photoelectron spectrometer beautifully designed by Al-Joboury

and Turner [47]. UV photoelectron spectroscopy analyses photoemission from valence

orbitals that play essential roles in determining molecular structures and dynamics. X-ray

photoelectron spectroscopy observes inner-shell electrons that have almost no contribu-

tion to chemical bonding and reactions yet whose energies exhibit the ‘chemical shifts’ that

are useful for probing chemical bonding state of an atom [25–27,43]. X-ray photoelectron

spectroscopy is also termed as electron spectroscopy for chemical analysis (ESCA).

Figure 1. He(I) photoelectron spectrometer by Al-Joboury and Turner, diagram reported in 1963. L,
light source of He(I) radiation (hv¼ 21 eV); CP, collimator and differential pumping section and RC,
retarding-field grid chamber. Reprinted with permission from Ref. [47] (Copyright 1963 Royal
Society of Chemistry).
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TRPES was initiated in 1980s and has enabled unprecedented access to electronic

dynamics in isolated molecules, clusters and surfaces [30–41,48–51]. Although bulk liquids

have long been excluded as a target of TRPES owing to experimental difficulties, TRPES

of liquids currently receives vital challenges by experimentalists as the ‘final’ frontier.

TRPES of liquids is described later in Section 6.
The experimental observables in photoelectron spectroscopy are the velocity (speed

and angle) and spin of a photoelectron; the spin state, however, is analysed almost

exclusively for studying magnetic properties of solids using a special detector (the Mott

detector [52,53] or spin-polarised low-energy-electron-diffraction detector [54–57]). Thus,

the primary observable is speed (or kinetic energy) of a photoelectron, which carries

fundamental spectroscopic information such as the ionisation energy, and electronic and

vibrational energies of the cation. The photoelectron kinetic energy distribution observed

for ionisation to each cationic electronic state exhibits Franck–Condon distribution (or

envelope), which manifests molecular structural deformation upon the removal of an

electron, enabling assignment of the ionised orbital [25]. Various instruments are available

for measurements of photoelectron kinetic energy distributions. A hemispherical analyser

is the unique instrument combined with (pseudo-)continuous light sources, such as

synchrotron radiation, microwave discharge lamps and high-repetition rate lasers

(41MHz), and it provides unrivaled high-energy resolution. A time-of-flight (TOF)

analyser is used with pulsed light sources; a magnetic bottle TOF analyser provides a large

detection solid angle of 2� steradian [58]. A photoelectron imaging analyser achieves the

ultimate solid angle of 4� steradian and, more importantly, the ability to measure the

photoelectron kinetic energy distribution and photoelectron angular distribution (PAD)

simultaneously [37,38]. Both the TOF and imaging spectrometers can observe the entire

photoelectron kinetic energy distribution on the shot-to-shot basis, which enables rapid

data acquisition.
The photoelectron ejection angle is an important observable in photoelectron

spectroscopy. Since the initial ensemble of molecules has an isotropic molecular axis

distribution in the absence of external field, it is an isotropic target for photoionisation,

similarly with the 1s orbital of a hydrogen atom. Therefore, the anisotropy of the total

physical system (moleculeþ radiation) prior to photoionisation is caused by polarised

photons. This anisotropy is transferred to PAD after photoionisation. When ionisation is

induced by n-photon process, PAD is expanded with spherical harmonics up to the 2n-th

order (the odd orders are excluded, except for photoionisation of chiral molecules with

circularly polarised light): more accurately, the rank and component of the anisotropy of

PAD are related to those of state multipoles of the laser field [59]. (This is only true for

perturbation regime of light-matter interaction: in a strong field, an electronic transition

undergoes Rabi cycling and the resonant n-photon excitation can create polarisation of the

system higher than the 2n-th order, because 2n(2mþ 1) photon processes can occur by

Rabi cycles (m¼ 0, 1, 2, . . .) [34,60,61]. In this article, however, I discuss only the

experiments in the perturbation regime, where complication induced by strong fields is

safely neglected.) When polarisation of the pump and probe pulses are linear and parallel

to each other, the overall system has cylindrical symmetry around the polarisation. Then,

PAD can be expanded with Legendre polynomials, instead of spherical harmonics,

because there is no azimuthal angle dependence [37,38]. Thus, the photoelectron kinetic

268 T. Suzuki



energy and angular distribution in (1þ 10) photoionisation is expressed as follows (the

prime means different colour):

IðE, �, tÞ ¼
�ðE, tÞ

4�
f1þ �2ðE, tÞP2ðcos �Þ þ �4ðE, tÞP4ðcos �Þg ð1Þ

where E, � and t are the photoelectron kinetic energy, the electron ejection angle from the

laser polarisation direction, and the pump-probe time delay. Pn(x) are the n-th order

Legendre polynomials. �(E, t) represents a photoelectron kinetic energy distribution or

photoelectron spectrum. �2(E, t) and �4(E, t) are called anisotropy parameters. The three

scalar quantities �(E, t), �2(E, t) and �4(E, t) in Equation (1) are the observables in (1þ 10)

TRPES (or TRPEI: time-resolved photoelectron imaging) of gaseous samples. Extraction

of dynamical information from �2(E, t) and �4(E, t) is the heart of TRPEI.
Let us assume that we excite a molecule from S0 to S2 with the pump pulse and ionise it

to cationic states with the probe pulse. In the schematic diagram shown in Figure 2, the

probe photon energy is sufficiently high to induce ionisation to the three lowest electronic

states, D0, D1 and D2, of the cation: the corresponding photoelectron kinetic energy

distribution is shown on the left side. The shapes of the D0, D1 and D2 photoelectron bands

are determined by the Franck–Condon factors between S2 and D0, D1 and D2, and the

intensity ratios of the D0, D1 and D2 bands are determined by the electric transition dipole

moments from S2 to these states. When the nuclear wave packet moves from the Franck–

Condon region to elsewhere on the S2 potential energy surface, not only the Franck–

Condon factors but also the dipole moments can change, because the electron

Figure 2. (Colour online) Schematic diagram of TRPES and kinetic energy distributions. The
photoelectron kinetic energy distribution observed for photoionisation from the Franck–Condon
region of S2–S0 transition is shown on the left, while the distribution observed for photoionisation
from S1 manifold with a time-delayed probe pulse is shown on the right.
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wavefunction depends on a nuclear geometry. This dependence is sufficiently small to be

neglected (Condon approximation) if nuclear displacement is very small. The approxima-

tion, however, becomes invalid when the nuclear displacement is extensive, e.g. from
planar to non-planar or from linear to bent. Drastic changes of the transition dipole

moments can occur, when the electronic state changes from one diabatic state to the other.

In Figure 2, the S1 state is populated by internal conversion from S2, and photoionisation
with a time-delayed probe pulse from S1 creates a photoelectron kinetic energy

distribution shown on the right side.
Photoionisation to multiple cationic states generally requires a vacuum UV probe

pulse. When a UV probe pulse is used, ionisation may be induced only to D0. In such

cases, electronic deactivation is detected from time-evolution of the Franck–Condon
factor in �(E, t). For example, if the pump pulse prepares a vibrational wave packet at the

potential minimum of S2, the Franck–Condon factor for ionisation is time-independent

in the absence of electronic deactivation. When electronic deactivation occurs to S1, the
S2–S1 electronic energy difference is transformed into the vibrational energy in S1 and the

Franck–Condon factor for ionisation changes. The dynamics becomes more complex,

however, when the initial wave packet is prepared in highly vibrationally excited states in

S2, because intramolecular vibrational redistribution within S2 can also cause time-
evolution of the Franck–Condon factor.

Let us now turn to PAD. By neglecting antisymmetrisation of the wave function, the

electronic wave function of the final state, j f i, of photoionisation is expressed as

j f i ¼ jionijkðEÞi using the electronic wave function of a cation, jioni, and the
photoelectron wave function, jkðEÞi. If the independent electron approximation is applied,

the electric transition dipole moment is simplified as hkðEÞjerj�ai where �a is the ionised

one-electron orbital (from which an electron is removed upon ionisation), and e and r are

the elementary charge and an electron coordinate. Since jkðEÞi is expressed by a linear
combination of the partial waves, such as atomic-like s, p, d, . . . waves, the transition dipole

moment is finally expressed by a linear combination of multiple terms. These terms

interfere with each other and determine the PAD. The phase factors of the partial waves
vary with the electron kinetic energy E, as a property of eigen wavefunctions in a Coulomb

potential. Consequently, the interference of the multiple terms change PAD as a function

of E. Each electron orbital j�ai exhibits characteristic energy-dependence of photoelectron
angular anisotropy, which provides a fingerprint of j�ai [62–67]. (If shape resonance,
formation of a metastable state against photoionisation, occurs in the final state j f i, PAD

exhibits anomalous behaviour. Nevertheless, since the occurrence of shape resonance

strongly depends on the ionised orbital, the energy dependence of PAD still serves as a

fingerprint of an ionised orbital.) Let us consider that electronic dephasing changes the
singly occupied molecular orbital from an atomic-like s (�a) orbital to d (�b). Then, as far
as the anisotropy of the molecular potential is low, ionisation from these orbitals create p

wave and the mixture of p and f partial waves, respectively, and �2(E, t) diminishes upon
the electronic dephasing.

In pump–probe experiments using femtosecond lasers, the pump pulse creates not only

vibrational wave packet but also rotational wave packet: the pump pulse coherently excites

P, Q and R rotational branches associated with an electronic transition and creates the
molecular axis alignment. The axis alignment diminishes in less than several ps (rotational

dephasing) and revives fully at much later time (�100 ps in benzene derivatives).
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These rotational dynamics of photoexcited molecules influence the photoelectron angular
anisotropy [68–70], and observation of the revival features of angular anisotropy serves as
rotational coherence spectroscopy [71–74]. For example, S1!T1 intersystem crossing of
pyrazine occurs in 110 ps, and TRPEI revealed rotational dynamics from S1 to T1 in time-
dependent photoelectron anisotropy [68–70]. In this review, however, I will focus on
ultrafast internal conversion that occurs in less than 100 fs, and the rotational effects can
be neglected.

Theoretical simulation of TRPES of polyatomic molecules requires technical expertise
in three factors, (a) computation of multiple electronic states, (b) multi-dimensional
vibrational dynamics and (c) description of ionisation continua. Construction of multiple
potential energy surfaces for polyatomic molecules is highly computationally demanding,
so that dynamical calculations on the fly are often performed. The method encompasses
quantum or classical mechanical calculations of nuclear motions by solving the electronic
Schrödinger equation simultaneously at each nuclear geometry while avoiding the
construction of potential energy surfaces. As for the vibrational dimensions of a molecule,
most of them, if not all, should be taken into account, because some vibrational modes
may be unimportant in the excited-state dynamics but still Franck–Condon active in the
photoionisation process. The ionisation continua may be treated accurately by R-matrix
[75] or Schwinger variational calculations [76], but it is difficult to apply these methods to
large polyatomic molecules. Consequently, Stieltjes imaging or other approximation of the
ionisation continua is employed [77–80]; these methods, however, do not allow
calculations of PAD. Further development of computational methodologies is desirable
to simulate time-dependent PAD for polyatomic molecules.

3. Ultrafast internal conversion via conical intersection

Based on the Born–Oppenheimer approximation [81], photophysical and photochemical
processes can be viewed as classical trajectories or quantum mechanical wave packet
motions of nuclear geometry on the potential energy surfaces made by electronic motions.
When two potential energy surfaces become energetically close to each other, the Born–
Oppenheimer approximation breaks down, which results in non-adiabatic transitions
between the potential energy surfaces. The non-adiabatic transitions induce a variety of
molecular processes, and their elucidation is the key for understanding complex dynamics,
particularly of polyatomic molecules.

Conical intersection is the most important topographical features of the multi-
dimensional surfaces that induce non-adiabatic dynamics in polyatomic molecules [83–87].
In a diatomic molecule, the von Neumann–Wigner [88] non-crossing rule prohibits
degeneracy of the electronic states with the same symmetry, so that their potential energy
curves create avoided crossing. In a polyatomic molecule with N internal degrees of
freedom, potential energy surfaces can be degenerated to make a seam of crossings in
N� 2 dimensional space, which is termed as conical intersection. The characteristic conical
shape of the surface funnels the nuclear trajectories on an upper surface down to a lower
one, facilitating efficient internal conversion. Furthermore, the Born–Oppenheimer
approximation breaks down not only at the seam of crossings but also in a wider
region in its vicinity. Photodissociation of ammonia [89–92] and cis–trans isomerisation of
ethylene [93,94] are the well-known examples for photochemical reactions mediated by
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conical intersection (Figure 3). The ground electronic state of ammonia belongs to the C3v

point group (or the permutation-inversion group isomorphous to D3h), while the first

excited singlet state has a trigonal planar D3h minimum. When the N–H bond is elongated

in the planar geometry, the system becomes C2v symmetry in which the excited and the

ground-state potential energy surfaces are symmetry-allowed to intersect. In non-planar

geometry, however, the two potential energy surfaces avoid each other, because the two

electronic states fall into the same irreducible representation in the distorted geometry.

(Notice, however, that not all conical intersections are attributed to the symmetries of the

electronic states, as the electronic states of the same symmetry can intersect each other in

polyatomic molecules.) The topography of the conical intersection, such as the symmetry

and tilt angle of the apex, influences the non-adiabatic dynamics; the most important role

in the dynamics, however, is played by the minimum energy conical intersection point, as it

determines accessibility of the system to the seam of crossings.
In the late 1960s to early 1970s, researchers have realised that conical intersections play

important roles in photophysical and photochemical processes of polyatomic molecules

[95–97]. It was difficult, however, to identify conical intersections in high-dimensional

configuration space. Developments of high-performance computers and advanced

computational algorithms in quantum chemistry have made possible efficient computa-

tions of the potential energy surfaces and unveiled that conical intersections are ubiquitous

in polyatomic molecules. As an example, Figure 4 shows a schematic diagram of the

photochemical reaction pathways of benzene proposed by Palmer et al. [98].
For exploring ultrafast wave packet dynamics via conical intersection of multiple

potential energy surfaces, the advantage of TRPES is that photoionisation is allowed from

any electronic state and molecular geometry, if the photon energy is sufficiently high.

Exploration of non-adiabatic dynamics in polyatomic molecules using TRPES is the

subject of this review article.

Figure 3. Potential energy surfaces for the A and X states of ammonia for the NH2–H stretch and
out-of-plane bending angle �. Reprinted with permission from Ref. [82] (Copyright 2006 American
Institute of Physics).
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4. Experimental techniques

4.1. Photoelectron imaging

TRPEI enables the most efficient and reliable measurements of PAD [38]. The method
uses a static electric field to project the three-dimensional distribution of photoelectrons

onto a two-dimensional position-sensitive detector. The acceleration field is designed, as
demonstrated by Eppink and Parker [100], to make the projection image depend only on

the velocities of electrons; thus, this method is called velocity map imaging. Although the
simplest electrodes for the velocity map imaging consist of three plates, a larger number of
electrodes improve the performance, as demonstrated by Lin et al. [101] The design of our

electrodes is shown in Figure 5 [99]. A large square-shaped hole in the electrode 4 allows
propagation of laser beams or He(I) radiation. The ionisation point is indicated with a

cross (�). We designed the electrodes 1–3 to reduce background photoemission by stray
light. The electrode 3 is a repeller plate, but it has a large hole in the centre to reduce
background photoemission. In order to flatten the equipotential around the hole of the

electrode 3, the electrode 2 is held at the same voltage with the electrode 3. The electrode 1
is used to prevent penetration of the ground potential into the acceleration electric field,

while a high-transmission (90%) mesh minimises its cross section, and consequently,
background photoemission from the electrode 1. The voltage of the electrode 1 is slightly
higher than those of the electrodes 2 and 3, so that the photoelectrons emitted from the

Figure 4. Photochemical reactions of benzene from S2 and S1 states mediated by conical
intersections. Reprinted with permission from Ref. [98] (Copyright 1993 American Chemical
Society).
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electrode 1 by stray light are not transmitted towards the detector. The electrode 1 has a

6mm diameter hole in the centre to allow the molecular beam to pass through in the

direction parallel to the axis of the electrode stack. We computed electron trajectories and
found that, although velocity resolution improves for even larger number of electrodes,

it is practically saturated. The design shown in Figure 5 provides D�/�5 0.04% for a

focused laser beam.
Since the charged-particle optics is thus optimised, the remaining factors that limit the

resolution are a camera and image-processing algorithm. Even if velocity map imaging

electrodes focus electron trajectories with the same velocity into a 5 mm diameter channel

of a microchannel plate, a light spot on the phosphor screen appears in a much larger size

and causes blurring of a photoelectron image. Therefore, it is necessary to perform centre

of gravity calculations on these light spots, sometimes down to the sub-pixel size of a

digital camera, to recover the resolution achieved by velocity map imaging electrodes.

Notice also that amplification of an electron pulse in a microchannel plate is stochastic,
and the brightness of light spots on the phosphor screen fluctuates for every event. The

gain of a microchannel also diminishes with the output current, so that a microchannel

Figure 5. (Colour online) Cross-sectional view (left half) and front view (right half) of our
electrostatic lens system (all units in millimetres). A molecular beam is introduced from the left and
the ionisation point is indicated by the cross (�). Reprinted with permission from Ref. [99]
(Copyright 2011 American Chemical Society).
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plate eventually exhibits a burn pattern that degrades image quality. These problems can
be solved by a two-dimensional electron counting algorithm [99,102,103]. Notice that both
the centre of gravity calculations and the electron counting fail if light spots overlap one
another; therefore, the frame rate of the camera must be comparable with or higher than
the repetition rate (1 kHz) of a femtosecond laser. We constructed a 1 kHz camera using a
complementary metal oxide semiconductor (CMOS) image sensor and a field program-
mable gate array circuit for real-time image processing. A CMOS sensor allows much
faster readout than a charge-coupled-device (CCD) sensor, while the sensitivity of CMOS
is considerably lower than CCD, at the present time. Thus, we used an image intensifier
and booster to improve the sensitivity of our camera system; the detail is described in the
original paper [102].

The performance of this imaging system is demonstrated in Figure 6, which shows the
PADs in the four quadrants of a single image of (1þ 10) resonance enhanced two-photon
ionisation of nitric oxide [102,104]. The open circles are experimental values and the solid
lines are the least squares fits of Equation (1). The anisotropy parameters �2 and �4 were
determined with the standard deviations of 0.005 and 0.016, respectively. This is one of the
most accurate determinations of anisotropy parameters in TRPES.

The observed photoelectron image corresponds to a two-dimensional projection of a
three-dimensional photoelectron velocity distribution; therefore, the key step in the
analysis of PAD is to calculate a slice through a three-dimensional velocity distribution
from the observed image. An inverse Abel transform is a mathematical inversion method,
and pBasex method is the least squares fitting of the data with a basis set [105]. These two
methods generally provide comparable results; pBasex is, however, more reliable than the

Figure 6. (Colour online) Representative examples of individual laboratory-frame PADs extracted
from the four quadrants of an image shown in the inset. The observed distributions at each quadrant
from one to four and the corresponding least squares fits of Equation (1) are shown with open circles
and solid lines, respectively. The determined anisotropy parameter sets �2, �4 and their standard
deviation obtained in each quadrant are shown. Reprinted with permission from Ref. [102]
(Copyright 2009 American Institute of Physics).
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inverse Abel transform for low S/N images. For example, Figure 7 shows (a) a

photoelectron image observed by (1þ 10) photoionisation of benzene via the S1 6112

vibrational state using a nanosecond UV laser, (b) its inverse Abel transform and (c) a slice

image obtained by pBasex [106]. The raw image (Figure 7a) shows that the outer ring

indicated by an arrow exhibits a higher intensity at an ejection angle of 90� rather than 0�

with respect to the laser polarisation, while Abel transformed image (Figure 7b) shows the

opposite angular dependence. The original anisotropy is maintained in the image
reconstructed by pBasex (Figure 7c). The difference of the two results is attributed to

higher sensitivity of the inverse Abel transform to numerical noises.

4.2. Deep UV sub-20 fs light source

The femtosecond lasers that produce a pulse duration of �100 fs are well-established as

standard light sources for ultrafast spectroscopy [37,39]. A typical system uses a 1 kHz

Ti:sapphire regenerative amplifier to pump two computer-controlled collinear parametric

amplifiers that generate tunable UV pulses. We have used one such system for our TRPES
over a decade and found it highly useful. On the other hand, internal conversion via

conical intersection is extremely fast in aromatic molecules, and the real-time observation

of these processes and associated vibrational wave packet dynamics necessitates

time-resolution of the order of 20 fs. We have developed a sub-20 fs UV laser in our

laboratory [107].
UV pulses (275–335 nm) with the duration of �10 fs can be generated by achromatic

frequency doubling of visible pulses [108]; it is difficult, however, to produce a wavelength
shorter than 250 nm with such a short pulse duration. The other method to generate �10 fs

UV pulses is non-degenerate four-wave mixing in a hollow fibre filled with rare gas

Figure 7. (a) False-colour raw image of (1þ 10) resonance enhanced multiphoton ioinsation via
S16

112 of jet-cooled benzene, (b) a slice image calculated by an inverse Abel transform of (a) and (c)
the same slice image calculated by pBasex method. The laser polarisation is in the vertical direction
in the plane of images. The ring indicated by an arrow in (a) has more intensity in the direction
perpendicular to the laser polarisation, which is not well reproduced in (b) due to numerical noises in
inversion. (c) is consistent with (a). Reprinted with permission from Ref. [106] (Copyright 2011
American Chemical Society).
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[109,110]; this approach requires good pointing stability of the laser and careful alignment
of the laser pulse into the narrow fibre channel.

We developed a simpler approach than the latter for non-degenerate four-wave mixing
[107]. Filamentation propagation is a phenomenon by which an intense laser pulse

propagates through a medium by maintaining a small beam diameter for a considerably
greater length than a usual confocal parameter [111]. This is caused by self-focusing of the
laser pulse due to an optical Kerr effect and simultaneous diffraction by the plasma
created by ionisation of the medium. Figure 8(a) shows a schematic diagram of the light
source and our imaging photoelectron spectrometer. The system starts with a cryogenically

cooled Ti:sapphire linear amplifier that delivers 25 fs, 2.0mJ and 775 nm pulses at 1 kHz.
The fundamental beam (!) is separated into two by the ratio 7:3, and the high-energy pulse
is converted to the second harmonic(2!), 0.5mJ and �30 fs, in a �-barium borate crystal.
The second harmonic and the low-energy fundamental pulse (0.5mJ) are gently focused
into a rare gas cell filled with Ne (0.1MPa). When these two pulses overlap temporally and

spatially in the cell, a bright orange-coloured filament �15 cm in length appears. Notice
that the peak powers of these two laser pulses are lower than the critical power for self-
focusing in Ne (160 and 40GW at 775 and 388 nm) [112]; therefore, filamentation
propagation is caused by the concerted interactions of multiple laser pulses with the gas
medium. Filamentation induces ‘intensity cramping’ and ‘mode filtering’ to provide a

Figure 8. (Colour online) (a) Schematic diagram of filamentation four wave mixing to generate sub-
20 fs deep UV pulses and our photoelectron imaging setup and (b) a typical cross-correlation trace
between the pump and probe pulses obtained with a (1þ 10) non-resonant photoionisation signal of
ethanol in supersonic molecular beam. The red line shows Gaussian distribution with a full width at
half maximum of 22 fs. Adapted with permission from Ref. [114] (Copyright 2010 American Institute
of Physics).
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stable energy and an excellent spatial mode of the output laser pulse [111]. Similar to four-
wave mixing in a hollow fibre [110], filamentation four-wave mixing produces different
harmonics in a single cell by cascaded non-linear processes: the mixing of ! and 2! creates
the 3!(�260 nm), 4!(�200 nm) and 5!(�160 nm) pulses, simultaneously. This feature is
extremely useful for TRPES, which requires two UV pulses for experiments. The
maximum pulse energies of 3! and 4! are, respectively, 16 and 4 mJ. The pulse energy
gradually diminishes for higher harmonics, as anticipated, but the intensity ratio of 4!/3!
is higher in the filamentation than in the hollow fibre process. The gas–pressure
dependence of four-wave mixing efficiency in filamentation is also different from the case
of a follow fibre. The non-linear processes that create 3! is 2!þ 2!�!! 3!, while the
gas–pressure dependence and theoretical calculations using a three-dimensional model
of non-linear optical processes indicates that 4! is created by two processes of
3!þ 2!�!! 4! and 2!þ!þ!! 4! that interfere each other [113]. The 3! and 4!
pulses are separated and compressed using a grating-based compressor (2400 lines/mm,
250 nm braze). The compressed outputs are ca 2.5 and 0.5 mJ for 3! and 4!, respectively.
The two beams propagate through air and are focused into a photoelectron spectrometer
with concave mirrors. The pulse durations of 3! and 4! are 14 and 17 fs, respectively.

4.3. Deep UV 100 kHz light source

Photoelectron imaging inevitably disperses electron signals over wide area of radial and
angular coordinates; therefore, an image must be integrated over many laser shots to
achieve good statistics. Early TRPEI experiments in our laboratory were performed with a
10Hz YAG-based regenerative amplifier, and measurement of a single image took nearly
an hour [70,115,116]. With such a long integration time required, study of detailed wave
packet dynamics was not practical. A 1 kHz laser system has reduced the acquisition time
of a single image to several minutes and made possible the detailed study of wave packet
dynamics [38,68,69,117–122]. The repetition rate of a laser is particularly crucial for
photoelectron spectroscopy, because the pulse energy must be sufficiently low to avoid
creation of a space charge that distorts the photoelectron kinetic energy distribution. In
application of TRPES to high-density liquid target, discussed later in this article, a space
charge is more easily created than a gas target; therefore, UV pulse energy is reduced on
the order of �100 nJ. Thus, we constructed a 100 kHz laser system that generates deep UV
pulses of several hundred nJ [123]. The use of a Ti:sapphire amplifier is necessary to
achieve this level of UV pulse energy; although a Yb-based laser is also an attractive
alternative choice [124,125], the long lasing wavelength of Yb is disadvantageous for the
construction of a deep UV laser system for our TRPES. Thus, we use a 100 kHz
Ti:sapphire regenerative amplifier. The schematic diagram of the system is shown in
Figure 9.

The system starts from a cryogenically cooled Ti:sapphire regenerative amplifier that
delivers 80 fs pulses at 800 nm with the pulse energy of 70 mJ at 100 kHz. A part of the
fundamental beam is focused onto a sapphire plate to generate white light continuum
extending from 400 to 650 nm. The main fundamental beam is gently focused onto a
�-barium borate crystal to generate the second harmonic. A small portion (5 mJ) of the
400 nm beam is sent to a deep UV frequency-conversion setup, while the main part (28 mJ)
is used to pump non-collinear optical parametric amplifier (NOPA) [126–129]. The pulse
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duration of the white light continuum is stretched by a fused-silica prism pair and used as a
seed pulse for NOPA. The pump and seed pulses are focused onto a �-barium borate
(type-I) crystal to amplify the seed pulse up to 3.0mJ. Because only a part of the seed pulse
temporally overlaps with the 400 nm pulse in the crystal, the desired bandwidth and centre
wavelength can be selected by fine-tuning the chirp and delay of the seed pulse. The
negative chirp of the signal pulse from the NOPA, originating from the stretcher, is
compensated by a piece of glass: the duration of the compressed pulse is 34 fs. The NOPA
output is divided into two parts: the transmitted beam is converted to the second harmonic
(260 nm), while the reflected one is mixed with 400 nm to generate 226 nm. The generated
deep UV pulse energies are 250 nJ at 260 nm and 130 nJ at 226 nm. Their power drifts are
within 2% rms. The spectra of the 226 and 260 nm pulses support the transform-limited
pulse width of 38 and 37 fs, respectively.

5. Gas phase dynamics: time–energy mapping of anisotropy parameters

5.1. Pyrazine: ultrafast internal conversion via conical intersection

The S2(
1B2u, ��*)–S1(

1B3u, n�*) internal conversion of pyrazine (C4H4N2, D2h) is a classic
example of ultrafast electronic deactivation. The low-lying conical intersection between S2

and S1 potential energy surfaces was identified as the origin of ultrafast internal
conversion in 1988 [130]; thereafter, the topography of the conical intersection between the
two states was extensively studied by ab initio calculations [131–144]. Although pyrazine
has 24 normal modes, only a single mode Q10a (b1g) mediates the S2–S1 coupling, and a few
totally symmetric (ag) modes play principal roles in vibrational dynamics. This simplicity,
despite the large size of this molecule, makes pyrazine a benchmark for theoretical studies

Figure 9. (Colour online) Experimental setup of high-repetition-rate sub-40 fs deep UV laser system.
The inset shows the measured spectrum of white light continuum. Reproduced with permission from
Ref. [123] (Copyright 2011 The Optical Society).
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on ultrafast internal conversion through conical intersections. The conical intersection is
depicted in Figure 10 for two-dimensional space of Q10a and Q6a.

The S2 S0 photoabsorption spectrum is well reproduced by ab initio calculations.
Since the absorption spectrum is the Fourier transform of the autocorrelation function of
a wave packet prepared by photoexcitation [145,146], the spectrum provides information
on ultrafast dynamics. It is, however, a rather limited view of the dynamics through the
observation window in the Franck–Condon region.

TRPES enables exploration of wave packet dynamics in wider regions of the S2 and S1

potential energy surfaces, including the conical intersection. A pump pulse creates a wave
packet on the S2 potential energy surface, and a time-delayed probe pulse interrogates
the time-evolving wave packets by projecting the non-stationary wavefunction to the
D0(

2Ag, n
�1) and D1(

2B1g, �
�1) states of the cation. TRPES of pyrazine was proposed by

Seel and Domcke [147], using model calculations taking into account three vibrational
coordinates of Q1, Q6a, and Q10a. The calculations, assuming a hypothetical pump pulse of
1 fs full width at half maximum and a 16 fs probe pulse, demonstrated observation of an
oscillating wave packet motion between the (��*) and (n�*) electronic characters.
Hahn and Stock [148] have performed similar simulations by including Q9a in the
calculations.

We have performed our first TRPEI of pyrazine in 1998; the time-resolution (450 fs),
however, was insufficient for observing the ultrafast decay of S2 pyrazine, and only the S1

decay (�� 20 ps) after S2–S1 internal conversion was observed [115,116]. A similar study
by Stert et al. [149] was still unable to observe ultrafast wave packet dynamics. Since the
Franck–Condon region in the S2 state of pyrazine is close to the S2/S1 minimum energy
conical intersection point, the internal conversion occurs within a fraction of a vibrational
period (530 fs). The difficulty in generation of sub-30 fs deep UV pulses has impeded
TRPES of pyrazine for many years. By constructing the sub-20 fs deep UV laser described

Figure 10. Conical intersection of S2 and S1 adiabatic potential energy surfaces of pyrazine
in the two-dimensional space spanned by Q10a and Q6a. Reproduced with permission from Ref. [132]
(Copyright 1994 American Institute of Physics).
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in Section 4.2, we have succeeded in resolving S2–S1 dynamics of pyrazine through TRPEI

in 2010 [114].
Figure 11(a) shows the UV photoabsorption spectra of pyrazine (pyrazine-h4) and

fully deuterated pyrazine (pyrazine-d4) vapour measured at room temperature. Overlaid

are the spectra of our pump (264 nm: blue) and probe (198 nm: red) pulses. The pump
pulse overlaps with the S2–S0 band near the origin, while the probe pulse overlaps

(unfavourably) with the S3–S0 band slightly. Figure 11(b) shows a schematic energy

diagram of our experiment. The sum of the photon energies of the pump (4.70 eV) and
probe (6.26 eV) pulses is 10.96 eV, which makes ionisation to the three ion states of D0, D1

and D2 energetically possible.
Figure 12(b) shows the pump–probe photoelectron signal, for pyrazine-h4, that

corresponds to the integrated value of �(E, t) over energy, IðtÞ ¼
R1
0 �ðE, tÞdE. The signal

rapidly decays within the first 100 fs and exhibits a plateau at later times: previous

experiments have shown that this long-lived component has a finite lifetime of 22 ps for
pyrazine-h4 [115,149]. The observed time profiles can be explained by three components:

an exponential decay, a corresponding exponential rise in the positive time range, and an

exponential decay in the negative time range. The three components correspond to the
decay of optically excited S2 (red), the corresponding growth of S1 (blue) populated by

Figure 11. UV photoabsorption spectra of: (a) S1, S2 and S3 of pyrazine-h4 (thin solid line) and
pyrazine-d4 (thin dashed line) at room temperature. The spectra of our pump (264 nm, 4.70 eV) and
probe (198 nm, 6.26 eV) pulses are also shown in solid lines and (b) schematic energy diagram of
pyrazine. Adapted with permission from Ref. [150] (Copyright 2010 Amercian Institute of Physics).
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internal conversion from S2, and the decay of S3 (green), respectively. The last component
arises from the reverse process: 198 nm pump and 264 nm probe. By the least squares

fitting, the S2!S1 internal conversion time constants are estimated as 23� 4 fs for
pyrazine-h4 and 20� 2 fs for pyrazine-d4. The time constants for S3 decay were 43� 3 fs
for pyrazine-h4 and 44� 3 fs for pyrazine-d4. The plateau region exhibits oscillatory
features due to vibrational quantum beats. Fourier transform of this feature (t4 50 fs)
exhibits a frequency component of 560� 40 cm�1, which agrees with the vibrational

frequency of Q6a in S1 (583 cm
�1). Similarly, pyrazine-d4 exhibited a Fourier component

of 550� 40 cm�1, which further confirms the assignment to Q6a (	6a(S1)¼ 564 cm�1 for
pyrazine-d4) [151].

Figure 12(a) shows a time–energy map of �(E, t). From the analysis of photoelectron
intensity in Figure 12(b), the S2!S1 internal conversion must be occurring within 30 fs;
no marked change is seen, however, in �(E, t). This is understood based on the one-
electron model of photoionisation, shown in Figure 13. Because of the electron

configurations, photoionisation predominantly occurs as D0(n
�1) S1(n�*) and

D1(�
�1) S2(��*) and the energy differences are almost identical between D1 and D0

(0.88 eV) [117] and between S2 and S1 (0.86 eV) [152]. Therefore, �(E, t) exhibits almost no
change upon internal conversion.

PAD is the key observable in photoelectron imaging. Figures 12(c) shows the time–
energy map of �2(E, t); the positive (blue–green) and negative (red) values correspond to

Figure 12. (a) Time-evolution of photoelectron kinetic energy distribution, �(E, t) and (b) temporal
profiles of total photoelectron signals in (1þ 10) TRPEI of pyrazine-h4. The observed data are well
explained by three components: single-exponential decay of S2 (red); corresponding increase in S1

(blue) in the positive time delay and single-exponential decay of S3 (green) in the negative-time delay.
The fitting result is shown as a solid line. (c) Time-evolution of photoelectron angular anisotropy
parameter �2(E, t).
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preferential ejection of an electron parallel and perpendicular to the probe laser
polarisation (Equation (1)). The energy-dependence of �2, a stripe of colours at each
time delay in Figure 12(b), is the fingerprint of the electronic character. The map clearly
shows that there are three different components, one in the negative time and two in the
positive time, in agreement with the analysis of �(E, t). The most distinct feature is the
sudden change of the colour at ca 30 fs that is attributed to ultrafast S2!S1 internal
conversion. �2(E, t) does not change after 30 fs, indicating that the electronic character
remains (n�*); no revival of the (��*) character is identified. This may be ascribed to our
photoexcitation of pyrazine near the S2 origin, because if the energy flows into various
modes of S1 the wave packet has no chance to return to the Franck–Condon region.
Photoexcitation to higher vibronic levels in S2 may enable recurrence of the (��*)
character.

Werner et al. [78] have performed theoretical simulations of TRPES of pyrazine using
molecular dynamics on the fly. They have taken into account all vibrational modes and
calculated their classical trajectories using the gradients of electronic energies (on the fly)
obtained by time-dependent density functional theory. Non-adiabatic transitions were
taken into account using Tully’s [153] fewest switches algorithm. The photoionisation
cross sections were calculated using Stieltjes imaging (or Stieltjes–Chebyshev moment
theory approach) with the computational procedure suggested by Gokhberg et al. [154].
As seen in Figure 14, the calculated kinetic energy distribution is in good agreement with
experimental result.

Very recently, Lin et al. [144] suggested that the 1Au and
1B2g states are located between

1B2u and
1B3u and are involved in deactivation process of the 1B2u state, based on complete

active space second order perturbation theory. So far, no clear experimental evidence has
been reported for a possible role of 1Au in internal conversion from the 1B2u state.

5.2. Benzene and toluene: variation of electronic character along reaction path

Benzene is a prototypical aromatic molecule and considered a benchmark for theoretical
and experimental studies of organic compounds. The lifetime of the S1(

1B2u) state of

Figure 13. (Colour online) Photoionisation schemes of pyrazine within the framework of the frozen-
core approximation.
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benzene is 50–100 ns near the origin [155,156], while the S2(
1B1u) lifetime is much shorter

(5100 fs) owing to ultrafast S2–S1 internal conversion. Similar to the case of pyrazine, the
ultrashort S2 lifetime implies that photoexcited benzene easily accesses an S2/S1 conical

intersection region. In fact, theoretical calculations predicted that the minimum energy
S2/S1 conical intersection point (a prefulvenic form) is close, in energy and structure, to the
S2 potential minimum [98,157,158]. The minimum, however, is at a non-planar
structure (a boat form) that differs from the planar structure of benzene (D6h) in S0

[98,157,158]. Consequently, a photoexcited benzene molecule rapidly deforms from a

planar structure in the Franck–Condon region towards a non-planar structure along the
steepest descent of the S2 potential energy surface and undergoes a non-adiabatic
transition in the vicinity of the S2/S1 seam of crossings. This is a different feature from the
pyrazine case in which the Franck–Condon region is close to the minimum energy conical
intersection point. The hot S1 benzene produced by S2–S1 internal conversion is further

funnelled down to S0 via S1/S0 conical intersection in 510 ps [158–160]. These features of
the photophysical properties of benzene are also seen for benzene derivatives: the
lifetimes of S2 and hot S1 have been reported as 50� 10 fs and 4.3� 0.2 ps for toluene
[161], 43–54 fs and 9.4–88 ps for indene, styrene and phenylacetylene [162], and 60 fs and
9.9 ps for o-xylene [163].

Figure 14. Time-dependent photoelectron kinetic energy distribution in TRPES of pyrazine:
(a) theoretical simulation using molecular dynamics on the fly and Stielejes imaging and
(b) experimental result.
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We have performed TRPEI of benzene and toluene using a 198 nm pump pulse (17 fs)

and a 264 nm probe pulse (14 fs) [164]. Figure 15(a) and (b) shows the time profiles of the
photoionisation signal intensity observed for benzene and toluene, respectively. The time

profiles of the electron (circles) and ion (triangles) signals are in excellent agreement with

each other: both exhibit a fast decay. The broken lines are the best-fit single exponential
decay function convoluted with the cross-correlation of the pump and probe pulses

(Gaussian with a full width at half maximum of 22 fs). The effective lifetime thus estimated

for benzene and toluene were, respectively, 48� 4 and 62� 4 fs, which are in excellent
agreement with 40� 10 and 50� 10 fs estimated by Radloff et al. using much longer pulses

(4100 fs) [159,161]. Close examination of our experimental results, however, reveals that a
single exponential decay model does not adequately reproduce the observed time profiles

in either case. The observed non-exponential profiles are, in fact, reproduced better by

assuming molecular response functions shown in Figure 16: the flat part of the response
function corresponds to propagation of a wave packet from the Franck–Condon region to

the seam of crossings during which time no population decay occurs from S2. The arrival

times of the wave packets at the seam of crossings are estimated as 33 fs for benzene and
41 fs for toluene: the subsequent decay time is 32 fs for benzene and 43 fs for toluene. The

longer time observed for toluene may be ascribed to a larger inertia for the out-of-plane

vibration. The existence of these lag times was identified for the first time by TRPES
experiments with the time resolution of 22 fs.

The movies of time-evolving photoelectron images (slices through three-dimensional

velocity distribution) are available as supplementary materials for the original paper [164].
The photoelectron kinetic energy distributions at each time delay, �(E, t), are extracted

from the movies as shown in Figure 15(c) and (d) for benzene and toluene, respectively.

The distributions consist of the S2 and S1 components that are largely different each other.
The S2 component mainly appears in 0–1.5 eV, while S15 0.3 eV: the difference of kinetic

energies originate from the fact that the electronic energy difference between S2 and S1 is
transformed into the vibrational energy in S1, and the vibrational energy is approximately

conserved upon ionisation [159,160,164]. Since our probe photon energy is insufficient

to cover the entire Franck–Condon envelope in ionisation from S1, the quantum yield of
S2–S1 internal conversion cannot be evaluated accurately from our result.

For both benzene and toluene, close examination of the high-energy (1–1.5 eV) region

of the S2 component reveals vibrational wave packet dynamics. The molecules are planar

in the Franck–Condon region of S2, and therefore, ionisation at t¼ 0 occurs to low
vibrational levels of the cation, which also has a planar structure. As the vibrational wave

packet moves out from the Franck–Condon region, ionisation starts occurring to
vibrationally excited states of the cation, lowering the entire distribution in energy from

the moment the photoelectron signal initially appears. Another interesting feature is an

oscillatory component that appears as a red triangular shape in Figure 15(c) and a red–
yellow region in Figure 15(d). Fourier analysis reveals that the oscillatory component has a

time period of 20 fs in Figure 15(c) and 24 fs in Figure 15(d), respectively. If they

correspond to vibrational periods, the vibrational frequency will be ca 1700 and
1400 cm�1, respectively [164]. However, the experimental and theoretical S2–S0 absorption

spectra revealed progressions of the totally symmetric ring-breathing mode Q1 whose

fundamental frequencies are 993 and 785 cm�1 in benzene and toluene in S0, respectively.
Thus, interpretation of these wave packet dynamics is not established yet: measurements in
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Figure 15. The time profiles of the photoionisation signal intensity for: (a) benzene and (b) toluene.
Photoelectron signals are indicated by green dots with error bars. Time–energy maps of the
photoelectron intensity, �(E, t), for: (c) benzene and (d) toluene. Time–energy maps of
the photoelectron angular anisotropies, �2(E, t), for: (e) benzene and (f) toluene and �4(E, t) for:
(g) benzene and (h) toluene. Data points for �2 and �4 with standard deviations smaller than 0.2 are
shown (see text). Adapted with permission from Ref. [164] (Copyright 2011 American Institute of
Physics).
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higher resolution and theoretical simulation of multi-dimensional vibrational dynamics are

necessary.
Close examination of Figure 15(e) for benzene reveals that �2 varies with time, most

clearly around 0.7 eV; �2 is negative at t¼ 0 and gradually increases with time to be

positive around ca 30 fs. Similar time dependence of �2 is also seen in Figure 15(f) for

toluene, for example at around 1.0 eV. These rapid changes of �2(E, t) with time indicate

variation of the electronic character along the out-of-plane distortion. The variation is

most likely due to mixing of the 1E1u and/or 1E2g characters into the S2 state.

In consideration of the possible roles of these two electronic states, it is important

to note that the photoionisation cross section does not vary largely in the first 20 fs

(Figure 16). Since photoionisation from 1E2g to D0(e
�1
1g ) is forbidden within the frozen-core

approximation while 1E1u has a similar integral cross section with that of 1B1u, the

observed rapid change of �2(E, t) at short time delay is ascribed to mixing of the 1E1u

character into1B1u. Meisl and Janoschek [157] and Palmer et al. [98] studied the minimum

Figure 16. (Colour online) Analysis of photoionisation time profiles assuming lag times prior to
population decay for benzene and toluene. The dots are the experimental data points. Light-blue
solid lines are the least squares fitting assuming an exponential decay from the S2 state, while blue
solid lines are assuming a lag time prior to the exponential decay. The insets show the molecular
response functions assumed in the analysis, and the solid lines in the main panels were obtained by
convoluting them with an apparatus function of a Gaussian with FWHM of 22 fs.
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energy region of the adiabatic S2 PES and suggested that the electronic character of the
1E2g state mixes into S2 in that region. The mixing of these electronic states and
symmetry lowering from the planar to non-planar geometry are closely coupled to each
other (Figure 17).

5.3. Furan: elucidation of deactivation pathway

Furan (C4H4O, C2v) is a fundamental heterocyclic aromatic molecule that serves as a
structural unit in various biological substances. This molecule exhibits a broad UV
absorption spectrum that has been ascribed to four electronic transitions to the 1A2(�3s),
1B2(��*),

1A1(��*), and
1B1(�3py) states, in which the transition to 1A2 is weakly allowed

by vibronic coupling with 1B2. Figure 18 shows the absorption spectrum at room
temperature and the corresponding theoretical spectrum calculated by time-dependent
density functional theory. The strong absorption feature at 56 eV is due to the S2 S0

transition, and the weak feature in the low energy part (5.6–6.0 eV) is S1 S0 [166–171].
Another strong transition of 1B1(�3py) S0 is at 6.45 eV and outside of our pump
spectrum. Photophysics of furan has been studied by multiconfigurational time-dependent
Hartree wave packet calculations with the potential energy surfaces determined by ab initio
equation-of-motion coupled cluster method [172]. The calculations predict that the
1B2(��*) state undergoes ultrafast internal conversion to 1A2(�3s) within 525 fs through a
conical intersection, while the lifetime of 1A2(�3s) is longer than 200 fs. The conical
intersection with S0, however, was not considered in these calculations. Another
theoretical study, using a combined density functional/multireference configuration
interaction method, suggested that molecules excited to the 1B2(��*) state undergo a
ring-opening reaction via the 1B1(��*) state [173].

Figure 17. (Colour online) Schematic potential energy curves of benzene along the reaction
coordinate from the D6h equilibrium geometry (Kekulé benzene) to the S2–S1 minimum energy
conical intersection point (prefulvenic form). The figure was drawn by considering the avoided
crossing (dashed lines) between S2 (1B1u) and S4 (1E2g) reported by Meisl and Janoschek [157].
Reprinted with permission from Ref. [164] (Copyright 2011 American Institute of Physics).
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We studied excited-state dynamics of furan by TRPEI and molecular dynamics on the
fly. The observed time profiles of photoion and photoelectron signals are shown in

Figure 19(a). The least squares fitting assuming a single exponential function (green solid
line in Figure 19(a)) provides the lifetime of the excited state as 46 fs; the single exponential
decay, however, does not provide an adequate fit of the time profile, as in the case of
benzene and toluene. For comparison, a time profile extracted for the specific kinetic
energy of 1.6 eV is well reproduced by a single exponential function, as shown in a solid

line in Figure 19(b). The signal in Figure 19(b) appears immediately at the time
origin, indicating that this state is directly photoexcited from S0: the lifetime of this
state is 29 fs.

The false colour pictures in Figure 20 are the two-dimensional slices through
three-dimensional photoelectron velocity distributions measured at some selected pump-
probe time delays: the sliced plane involves the polarisation axis of the lasers in the vertical
direction in the figure. The movie of time-evolving photoelectron image is available as a

supplementary material of the original paper [165]. Examination of Figure 20 reveals that
a sharp ring in the outer part of the image disappears rapidly within 50 fs. Careful
inspection of the image confirms that this ring is anisotropic: a larger number of electrons
are ejected in the vertical than horizontal direction. This narrow speed distribution with
strong angular anisotropy is the fingerprint of photoionisation from a Rydberg state: the

Figure 18. (Colour online) (a) Absorption spectrum (blue) of furan at room temperature and
theoretical spectrum (red) for S1(

1A2(�3s)) and S2(
1B2(��*)) states at T¼ 300K. The discrete

absorption lines for each member of the ensemble were convoluted with a Lorentzian function with a
width of 0.1 eV and added together. The spectra of our pump (6.2 eV, 198 nm) and probe (4.7 eV,
264 nm) pulses are shown as filled curves. (b) Equilibrium structure of furan in the neutral ground
state with character of the S1(�3s) and S2(��*) transitions. Adapted with permission from Ref. [165]
(Copyright 2010 American Institute of Physics).
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Figure 20. False-colour presentation of furan photoelectron images observed at different pump–
probe time delays of (a) �3 fs, (b) 12 fs, (c) 27 fs and (d) 52 fs. The images correspond to the two-
dimensional slices of three-dimensional distributions calculated by the pBasex method. Reproduced
with permission from Ref. [165] (Copyright 2010 American Institute of Physics).

Figure 19. (Colour online) (a) Temporal profiles of total photoelectron (solid circles) and photoion
(dotted line) signal in (1þ 10) TRPEI of furan. The result of least squares fitting with a single
exponential decay [exp(�t/�)] convoluted with our apparatus function (Gaussian with 22 fs FWHM)
is also shown as a solid line (�¼ 46.3 fs). (b) Temporal profile of photoelectron intensity at
photoelectron kinetic energy of 1.6 eV. The result of least square fitting with a single exponential
decay convoluted with the apparatus function is shown as a solid line (�¼ 29.0 fs). Reprinted with
permission from Ref. [165] (Copyright 2010 American Institute of Physics).
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narrow distribution arises from the Dv¼ 0 propensity rule (v: vibrational quantum) owing

to very similar potentials of a Rydberg state and cation, and strong anisotropy originates

from an atomic like Rydberg orbital. This ring is at the kinetic energy of 1.6 eV. Thus, it is

concluded that the 1.6 eV signal is due to photoionisation from S1 (3s Rydberg).
The time–energy maps of �(E, t), �2(E, t) and �4(E, t) are shown in Figure 21. Each

map can be separated into regions of E4 1.5 eV (region A) and 0.0–1.5 eV (region B). The

former exhibits high �2 values (50.8) that are typical of photoionisation from a 3s

Rydberg state. The kinetic energy 1.6 eV is smaller by 0.4 eV than the maximum possible

energy of 2.0 eV, which is consistent with the estimated vibrational energy in S1, ca.

0.3–0.4 eV [174]. The region B exhibits a broad �(E, t) and low �2, which indicates

ionisation from a valence state 1B2(��*). The intensity maxima of �(E, t) in the region B

are systematically time-delayed for lower energy. The lag time is ascribed to a vibrational

Figure 21. Two-dimensional maps obtained from TRPEI of furan. (a) Time evolution of �(E, t). The
vertical dotted line is at delay time of 10 fs, where the temporal peaks of high-energy components
appear. The high and low energy components, separated by horizontal lines, were denoted by A and
B, respectively. Time-dependent photoelectron anisotropy parameters: (b) �2(E, t) and (c) �4(E, t)
extracted from observed photoelectron images of furan. The gray area corresponds to where the
intensity is lower than 0.05 in (a). The �2 and �4 values in this area are not reliable since the intensity
of the signal is low. Reprinted with permission from Ref. [165] (Copyright 2010 American Institute
of Physics).
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wave packet motion from the Franck–Condon region to the molecular structure
monitored with particular photoelectron kinetic energy. The results suggest that the
molecules photoexcited to 1B2(��*) undergo large structural deformation within 50 fs, and
that they do not undergo efficient internal conversion to 1A2(�3s), contradicting with the
theoretical prediction previously made [171,172].

In order to interpret our experimental results, we performed molecular dynamics on
the fly with time-dependent density functional theory for electronic structure calculations:
we confirmed that the calculated sections of the potential energy surfaces are in good
agreement between time-dependent density functional theory and equation-of-motion
coupled cluster method. The observed and calculated �(E, t), shown in Figure 22, are in
reasonable agreement, suggesting the validity of our theoretical treatments. Figure 23
shows the electronic energy of the system in one selected trajectory: the black, red, green
and blue lines indicate electronic energies of the S0–S3 adiabatic states along this
trajectory, respectively. The photoexcited molecule rapidly changes from the adiabatic S2

to S1 state in the first �10 fs: the system, however, preserves the ��* character. In other
word, the system evolves diabatically in the ��* state up to 70 fs.

Very recently, Gromov et al. have investigated the ring-opening reaction of furan from
the first two excited singlet states [175]. From experimental point of view, TRPES using
vacuum UV radiation is indispensable for elucidating the dynamics involving internal
conversion to S0 and ring-opening reactions.

5.4. TRPES using vacuum UV radiation

A useful case study for the importance of vacuum UV radiation in TRPES is offered by
previous studies on photophysics of DNA bases. It has been suggested that nature’s
selection of adenine, thymine, guanine and cytosine as carriers of genetic information is
based on photostability. The stability is closely related to ultrafast internal conversion
mechanism that releases electronic excitation energy as heat to the surrounding bath in the
condensed phase and prevents photochemical reactions [176–178]. Given this supposition,

Figure 22. (Colour online) Comparison of theoretical (left) and experimental �(E, t) for furan.
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one can ask whether ultrafast internal conversion is an inherent property of the isolated
molecules of DNA bases or induced by the environment. Thus, several research groups
have investigated the lifetime of excited electronic states of DNA bases. Three different
pump–probe photoionisation experiments were performed using the (!267þ 3�!800)
[179], (!267þ 2�!400) [180], and (!267þ!200) [181] ionisation schemes: the subscripts are
the wavelength in nm. All of these experiments have found ultrafast decay, typically
biexponential, of the photoionisation signal. Some groups have interpreted the fastest
decay (5100 fs) as internal conversion. Martinez and coworkers, however, have shown
theoretically that the photoexcited uracil and thymine undergo wave packet motion
towards a non-planar S2 minimum in sub-ps, which rapidly increases vertical
photoionisation energy and substantially decreases the signal (Figure 24) [182]. Thus,
they suggested the fastest decay component is due to vibrational dynamics and not internal
conversion. TRPES using a vacuum UV or extreme UV lasers is expected to be useful for
studying these problems more clearly, although the use of short wavelength laser brings its
own technical difficulties.

At present, femtosecond pulses in the vacuum UV and extreme UV region can be
generated by at least three different ways, high harmonic generation using an intense
femtosecond laser [7,183,184], a free electron laser [185–187], and four-wave mixing
[107,188–191]. Liu et al. [192] performed the first TRPEI experiment using a vacuum UV
free electron laser (SCSS: SPring-8 Compact SASE Source) [186] synchronised with a
femtosecond UV laer. Although SCSS is normally operated at 60 nm, the 60 nm photon
ionises the ground state molecules and decreases the one- and two-colour signal ratios.
Therefore, the free electron laser was operated at 161 nm [192], which does not ionise a
target molecule from the ground state by one-photon absorption.

Figure 23. (a) Electronic energies of S0 (black) and three excited states (red S1, green S2 and blue S3)
of furan as a function of time along one selected nuclear trajectory in non-adiabatic dynamic
calculations. The notations of the electronic states are for adiabatic states. The populated
state during the dynamics, indicated with a dashed violet line, is initially S2 but after ca. 10 fs
changes to S1. The orbital character of the HOMO indicated as insets, however, is always of �*.
Thus, the system is evolving along a diabatic pathway up to 70 fs. Reprinted with permission from
Ref. [165] (Copyright 2010 American Institute of Physics).
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Figure 25 compares the photoelectron spectrum measured by 260 nm pump and

161 nm probe of pyrazine (blue curve) and a previous spectrum obtained with a 198 nm

probe pulse (red curve) [150]. The latter distribution is truncated at the electron binding

energy of 10.96 eV, while 161 nm radiation allows observation of the entire Franck–

Condon envelope. The spectra are of photoionisation from the vibrationally excited S1

state created by ultrafast S2–S1 internal conversion. The maximum of the distribution

appears in the region corresponding to vibrational energy of ca. 1.2 eV in D0, which is

consistent with the vibrational energy ca. 0.9 eV in S1. Since S1 is the (n�*) state and D0

and D1 are of n
�1 and ��1, the frozen-core approximation predicts ionisation occurs from

S1 to D0, as shown in Figure 13. The experimental result agrees with this picture. Since

SCSS uses self amplification of spontaneous emission [186], the vacuum UV pulse

Figure 24. (Colour online) Reaction pathway along S2, as probed by TRPES. The pathway is
determined by linear interpolation in internal coordinates between the S0 minimum, S2 minimum,
and S2/S1 minimum energy conical intersection point. The lowest two cationic states D0(�

�1) and
D1(n

�1) are shown along this linear interpolation pathway with their corresponding photoionisation
propensities, fn, (electronic factors). Rapid wave packet motion to the S2 minimum leads to higher
ionisation potentials as well as changes in the photoionisation propensities. In the Franck–Condon
region (left side of plot), ionisation to D0(�

�1) is favoured both energetically and electronically.
Reprinted with permission from Ref. [182] (Copyright 2007 American Chemical Society).
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fluctuates in timing and spectrum; the cross-correlation of the pump–probe experiment

was ca 1 ps and the S2–S1 internal conversion could not be observed in real-time

using SCSS.
As explained in Section 4.2, filamentation four wave mixing is able to generate 160 nm

radiation. For example, we generated 160 nm pulse with the energy higher than 500 nJ at

1 kHz simultaneously with 260 and 200 nm pulses by filamentating four wave mixing of !
and 2! in Ne. We have also demonstrated generation of 160 nm pulse with the energy over

500 nJ at 1 kHz simultaneously with 200 nm pulse by four-wave mixing of 2! and 3! using

80 fs Ti:sapphire laser [188]. These techniques enable performing vacuum UV TRPES

using a single filamentaton cell at 1 kHz at a time-resolution superior to 100 fs. When the

Figure 25. (Colour online) (a) Photoelectron kinetic energy distribution in He(I) photoelectron
spectroscopy of the ground-state pyrazine (black) [117], 264 nm pump and 198 nm probe experiment
(red) [114] and 260 nm pump and 161 nm probe (blue)[193]. (b) Schematic energy diagram of
ionisation process. UV absorption spectrum of pyrazine vapour at room temperature and time-
averaged spectrum of VUV FEL are shown as insets. Reprinted with permission from Ref. [193]
(Copyright 2010 American Physical Society).
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laser pulses are propagated through a vacuum beam line, no compressor is needed. Noack
and coworkers have demonstrated the generation of 5! by four-wave mixing of
3!þ 3!�!! 5! [189–191]. Although their method does not produce a deep UV pulse
simultaneously with the vacuum UV, sub-20 fs pulse duration has been achieved for 5!
[191]. TRPES experiments using 1 kHz vacuum UV lasers will be highly useful in
elucidating photophysics and photochemistry of polyatomic molecules including low-lying
excited states and the ground state. The vacuum UV lasers would also allow one-photon
ionisation of reaction products and identification of their masses.

A high probe photon energy, which exceeds ionisation energies of the reactants and
products, enables ionisation of all chemical species and observation of the entire chemical
reaction process by TRPES. It is noted, however, that the high-energy probe photon
ionises the ground-state molecules that do not absorb the pump photon, which makes one-
colour probe signal considerably stronger than a two-colour pump-probe signal. In these
cases, a two-colour signal is observed most clearly in the energy region between
h(	pumpþ 	probe)� IE and h	probe� IE, because the highest electron kinetic energy of the
background signal produced by one-colour photoionisation of the ground-state molecules
is h	probe� IE. As an example, Figure 26 shows the result of TRPEI of pyrazine using the
324 nm femtosecond laser pulse and the 58.4 nm free electron laser pulse. The UV pump
pulse excites pyrazine to the zero vibrational level in S1(n�*), from which intersystem
crossing occurs to T1(n�*) in 110 ps. The VUV probe pulse can ionise pyrazine from S0,
S1(n�*), and T1(n�*); as seen in Figure 26, one-colour photoionisation of ground-state
pyrazine is overwhelming. An enlarged view of the high kinetic energy region, however,
reveals a two-colour signal appears first from S1 (red) and then from T1 (blue) with
intensities two orders magnitude smaller than the one-colour signal (black).

Figure 26. (Colour online) Photoelectron kinetic energy distributions observed by TRPEI of
pyrazine using the 324 nm pump and 58.4 nm probe pulses at different time delays. The pump pulse
was generated by an UV femtosecond laser, and the probe pulse by SCSS (a vacuum UV free
electron laser). Unpublished result [194].
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6. Liquid phase dynamics: challenge of liquid TRPES

Liquid is the most important phase of matter for material and biological sciences.
Although the studies of gas phase reactions elucidate fundamental aspects of chemical
reactions, the influence of solvents must be studied in situ in solutions. Solvent effects have
been used in chemistry for centuries as a traditional yet robust method to control solution
chemistry, and important concepts are well established. For instance, the primary effect
arises from electrostatic interactions between a solute and various solvents (or proteins in
biological systems) that alter the topography of potential energy (or free energy) surfaces
and influences reaction pathways and product yields. Another effect is given by
intermolecular collisions and transport phenomena in solution, which are sometimes
approximated as friction in intermolecular motions between a solute and solvents [195].
On the other hand, the mechanistic details of individual reactions are not well understood
at the molecular level and our ability to predict behaviour of real systems is still low.
Aqueous solutions are particularly challenging due to peculiar properties of water, such as
the order and disorder of hydrogen-bonding network around a solute. Elucidation of
chemical reactions and material transport in aqueous solutions, however, has the
paramount importance as the molecular basis of life [196]. Complete explication requires
detailed experiments and molecular dynamics simulations using realistic interaction
potentials. Such simulations are now becoming more and more feasible and useful in vast
area of science and technology. Photochemistry and photophysics of hydrated molecules,
however, require not only classical mechanical molecular dynamics simulation but also
high-quality quantum mechanical calculations of the reaction centre and consideration of
non-adiabatic transitions. Such mixed quantum/classical studies are at the frontier of
current theoretical and computational chemistry [197–204].

From this perspective, it is exciting to perform TRPES of liquids and explore non-
adiababtic electronic dynamics in solution, particularly in water. TRPES of liquids has
been obstructed for decades by inherent technical difficulties; this long-standing
impedance, however, is now gradually being removed by vital challenges of experimen-
talists. The following three sections are devoted to describe this new frontier of TRPES.

6.1. Background: photoelectron spectroscopy of liquids

Photoelectron spectroscopy of liquids, without time resolution, has a history over three
decades since the pioneering work of liquid ESCA by Hans Siegbahn, Kai Siegbahn and
their coworkers; a compact and excellent review article of liquid ESCA is available by
Siegbahn [205]. Introduction of volatile liquids into a high-vacuum chamber is never
simple; a number of intriguing ideas, including a moving wire wetted with a sample
solution, have been proposed and tested, and have partly succeeded. The great endeavours
for introducing liquid samples into a high-vacuum chamber are similar, in some sense, to
those in LCMS (liquid chromatography mass spectrometry); the clear difference, however,
is that LCMS requires evaporation of solvents to measure the masses of solutes while
photoelectron spectroscopy should retain solvation shell at an ambient temperature to
study structures and dynamics of liquids. The technical difficulty of sample introduction
into the vacuum has impeded wide application of liquid ESCA to chemical problems.

Faubel and coworkers have demonstrated a fast-flowing thin liquid jet as a promising
new method for introducing volatile liquids into a high-vacuum chamber [206–209].
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Although a similar liquid flow technique has already been used in liquid ESCA, Faubel’s

approach uses a minute diameter (7 mm) high speed (130m/s) liquid jet. The small diameter
minimises the surface area from which evaporation occurs, and the high speed enables

quick transport of the sample from a nozzle to a photoionisation point, before extensive
evaporative cooling occurs. A thin Pt–Ir metal disc with a mm-aperture was initially used

as a discharge nozzle for the liquid [210], but a fused-silica capillary is more convenient for
frequent change [211]. The high aspect ratio (channel length/diameter) of a capillary is also

more advantageous to a thin disc for generation of a laminar flow [212,213]. Faubel and
coworkers have performed UV photoelectron spectroscopy of liquids using an incoherent

He(I) discharge lamp; more recently, Faubel, Winter, Hertel and coworkers have
performed experiments using the third-generation synchrotron radiation facility (BESSY)

[209,214–218], which provides a small beam diameter, wavelength tunability, high photon
energies and a high photon flux. A comprehensive and illuminating review of one-photon

photoelectron spectroscopy of liquids, prior to TRPES, is available by Winter and Faubel
on 2006 Chemical Review [209].

Another approach pioneered by Delahay and coworkers in 1969 [219], preceding

development of liquid ESCA, is photoelectron emission spectroscopy [220,221]. The
method measures photoemission from a liquid surface by collecting electron using an

electrode placed close the surface. The photoemission yield is measured as a function of the
photon energy, from which the photoemission energy threshold is determined.

Photoelectron emission spectroscopy is action spectroscopy, and it does not analyse the
kinetic energy distribution of photoelectrons. In fact, if the distribution is observed under

typical experimental conditions for this method, the distribution must differ significantly
from the original owing to inelastic scattering of electrons with gas species during

travelling from the liquid surface to the electrode. Watanabe et al. have used a rotating
disk wetted with aqueous solutions for photoelectron emission spectroscopy using vacuum

UV radiation [220].
Table 1 compares the vertical electron binding energies of halogen anions in aqueous

solutions measured by photoelectron spectroscopy [222] with the threshold energy

reported by photoelectron emission spectroscopy [220]. Each electron binding energy lists
two different values corresponding to the 2P1/2 and

2P3/2 fine structure levels of the neutral

halogen atoms. In principle, the threshold energy corresponds to the red edge of the first
photoelectron band, and therefore it should be smaller than the vertical binding energy

Table 1. Comparison of photoionisation threshold, electron binding energy, CTTS band centre in
aqueous solutions and electron affinity in gas phase (eV).

Photoemission
thresholda

Binding energyb
2P3/2 and

2P1/2 CTTS band
Electron affinity

(gas) 2P3/2 and
2P1/2

Cl� 8.7 8.7/9.6 7.0 3.6/3.7
Br� 7.9 8.1/8.8 6.3 3.4/3.8
I� 7.2 7.7/8.8 5.4 3.1/4.0

Notes: aFrom Watanabe et al. [220].
bFrom Winter et al. [222].
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determined from the centre of the first photoelectron band; the reported threshold energies

are in fair agreement with this expectation. For virtually all molecular systems, vertical

binding energies are larger than the adiabatic electron binding energies because of the
structural deformation upon photoionisation/photodetachment. In solvated systems,

removal/creation of a charge significantly destabilises solvation structures and, therefore,

the Franck–Condon region is away from the equilibrium structure in the final state: the
energy difference between the Franck–Condon region and the potential minimum

corresponds to solvent reorganisation energy around the solutes. Consequently,

polarisable continuum model of solvents assuming fully relaxed geometries does not

reproduce the experimental electron binding energies of an anion and a neutral. This
failure is less significant for a cation, because solvents are already ordered around it, and

photoionisation does not induce significant change in the solvation structure around a

dication. Solvation models such as a reference interaction site model self-consistent field

method [223], mixed quantum mechanics/molecular mechanics (QM/MM) calculations or
beyond are required for appropriate theoretical modelling of molecular solvation,

although agreement with experimental results may still be semi-quantitative. Table 1

also lists the electron affinities of halogen anions in the gas phase; the differences of
electron binding energies are greater in solution than in the gas.

The electron binding energies listed in Table 1 were obtained by photoelectron

spectroscopy at BESSY using 1–4M aqueous alkali halide solutions [222]. Similarly high

concentrations were also used by photoelectron emission spectroscopy [220]. The need of
such high concentration, owing to low sensitivity of the method, is problematic in

application to biological systems. Further improvement of the sensitivity is required for

soft X-ray photoelectron spectroscopy of liquids. On the other hand, TRPES of liquids has

already been performed at the concentration less than 100mM.
A crucial quantity in photoelectron spectroscopy of condensed matter is the escape

depth of an electron. Although excitation light has a large penetration depth into liquids,

electrons created far from the liquid surface cannot escape from the liquid owing to

inelastic scattering by solvents. The inelastic mean free path (IMFP) of an electron in bulk
material depends on the electron kinetic energy; experimental and theoretical studies on

IMFP in various solids revealed that IMFP takes the minimum value (typically �1 nm) at

around 50–100 eV and increases in both lower and higher energy sides [26,27,224–227].

This dependence of IMFP plotted against the photoelectron kinetic energy is very similar
for all materials and referred to as ‘universal curve’: this property has been utilised in

ESCA to obtain the depth profile of the elements near the solid surface [224]. Figure 27

shows the calculated IMFP in liquid water, as an inversed value, as a function of electron

kinetic energy: the inverse IMFP of 100 mm�1 corresponds to IMFP of 10 nm [225]. The
calculations become increasingly inaccurate in low kinetic energy region (520 eV) owing

to the failure of approximations; therefore, the estimated IMFP at low energy is regarded

as a guideline. Nonetheless, Figure 27 suggests that TRPES increases its bulk sensitivity
and photoemission efficiency at low photoelectron kinetic energy. Accurate treatment of

IMFP at low energy requires a Monte-Carlo simulation.
Elastic and inelastic scattering of a photoelectron can occur also in the gas phase above

the liquid surface. While the electron scattering in the liquid is inevitable, the scattering in
the gas phase can be reduced by experimental conditions. The guidelines for experimental

conditions, proposed by Siegbahn [205], to avoid inelastic scattering of electrons after their
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emission from the liquid surface is pd� 0.1Torrmm for the UV region, while
pd� 1Torrmm for X-ray region, where p is the vapour pressure of solvent and d is the
distance between the liquid surface and the entrance slit of an electron spectrometer. The
condition is ten times stricter in the UV than in the X-ray region owing to a larger inelastic
scattering cross section at lower kinetic energy. Thus, without exception, an electron
spectrometer for liquids has an entrance aperture very close to the liquid surface: a typical
distance d is several mm. If the saturation vapour pressure p is low, it reduces the
experimental difficulty of photoelectron spectroscopy. Morgner and coworkers, therefore,
performed He(I) UV photoelectron spectroscopy of highly concentrated aqueous CsF
solutions running down a groove in a stainless steel rod: the addition of salt reduced the
vapour pressure considerably and enabled their experiment [228]. For wider application of
photoelectron spectroscopy to liquids, the experimental method is required to be able to
study liquids with high vapour pressure: a liquid beam enables this.

A liquid beam injected into vacuum undergoes evaporative cooling and its temperature
diminishes. Therefore, the temperature should be measured at the observation point. The
liquid temperature has been determined using the temperature dependence of a Raman
band profile [211,229].

6.2. Liquid TRPES at ultralow kinetic energy

In 2010, two research groups presented TRPES of liquids at the same time. Siefermann
et al. [230] performed an experiment using 267 nm pump þ32 nm probe pulses and a linear
TOF electron energy analyser, whereas Tang et al. [231] performed liquid TRPES using
225 nm pump þ260 nm probe pulses and a hemispherical energy analyser. The probe

Figure 27. (Colour online) The inverse of an IMFP plotted as a function of electron energy
calculated by different extension algorithms to extrapolate the inelastic hard X-ray scattering data.
The plot compares different algorithms. The details of these models can be found in the original
paper. Adapted with permission from Ref. [225] (Copyright 2012 Informa Plc.).
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photon energy of the former experiment was sufficiently large to induce photoemission
from all chemical species in solution. Consequently, Siefermann et al. detected the two-
colour signal, which was four orders of magnitude smaller than the one-colour
photoelectron signal of solvent water; they ascribed the small signal to a hydrated
electron [197,230–269]. As discussed in Section 5.4, the pump–probe experiment using the
vacuum UV or extreme UV radiation is challenging, as a high-energy photon can ionise
ground-state molecules and decreases the contrast ratio between the two- and one-colour
signals (Figure 26). The probe photon energy in the latter experiment was smaller than the
electron binding energy of the ground-state molecules, and the two-colour signal was
selectively observed. Lubcke et al. [269] constructed a magnetic bottle photoelectron
spectrometer for liquid TRPES.

The IMFP shown in Figure 27 suggests that the mean free path increases dramatically
for electron kinetic energies less than the band (HOMO–LUMO) gap (�7 eV) of bulk
water [231,270], because low energy electrons cannot excite bulk water electronically. Tang
et al. attempted to extend the probing depth of liquid TRPES by restricting the electron
kinetic energy to be less than 5 eV. At such low electron kinetic energies, an electron
undergoes only vibrational inelastic scattering with or dissociative attachment (DA) to a
water molecule. Although no experimental data are available for electron–liquid water
scattering, Michaud et al. [271] have performed detailed experiments on inelastic scattering
of an electron in amorphous ice [271]. Figure 28 shows the measured integral cross sections
of the inelastic scattering with the electron energy loss larger than 1 eV. The result clearly
indicates that the cross section diminishes by nearly three orders of magnitudes for
E5 8 eV, as Tang et al. [270] have argued. The vibrational inelastic scattering channels are

Figure 28. Integral cross section (shown by dots) ascribed to the sum of DA, vibrational excitation
above 1 eV energy loss, electronic excitations (electr), as well as ionisation (ion) processes in
amorphous ice. Electron scattering cross section reported for electronic excitations of water in the
gas phase are indicated with ‘þ’. Measured total electron impact ionisation cross sections for water
in the gas phase are shown with � and O. Adapted with permission from Ref. [271]. (Copyright 2003
Radiation Research Society).
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open in this energy range, while the vibrational excitations have the propensity rule of

Dv¼ 1, so that a single collision rarely induces the energy loss more than 1 eV.
Since the absolute probing depth of photoelectron spectroscopy of water is not

accurately known (at any kinetic energy), Tang et al. have examined charge-transfer-to-

solvent (CTTS) reaction in aqueous NaI solution using TRPES and examined the time

constants. These time constants agree well with those reported by transient absorption

spectroscopy [270], suggesting that the probing depth of TRPES at kinetic energies lower
than 5 eV is sufficiently large to probe properties of bulk solution. Independently, Sager

et al. [272] have performed time-resolved second harmonic generation (SHG) spectroscopy

of water/air interface for 2M aqueous NaI solution: they photodetached I�(aq) with a

250 nm pump pulse and observed SHG with a time-delayed 1400 nm probe pulse. The
SHG time profile was well explained with the CTTS time constants previously reported for

bulk NaI solution. Since no SHG is anticipated for centrosymmetric media within the

electric-dipole approximation, SHG is often attributed to the interface where the
symmetry is broken. Careful consideration of the SHG mechanism, however, reveals

that the electric field gradient near the interface makes anisotropy in the medium and

enables SHG even below the interface [273]. To examine this possibility, Sager et al. added

1-decanol or hexaethyleneglyocol dodecyl ether and evaluated the change of the SHG
signal: they found the former does not alter the SHG signal while the latter decreases the

signal by a factor of 2. The essential difference between these two compounds is that the

former spreads on the surface as a thin monolayer, while the latter compound extends its
polar group into the bulk side for 1–2 nm. Sager et al. suggested that the SHG signal

largely originates from the region below the Gibbs dividing surface (interface). The result

indicates that CTTS dynamics in aqueous NaI solution near the air–liquid interface is

similar to those in bulk solution. This seems reasonable in view of the high permittivity of
bulk water: quantum chemical calculations have also shown the similarity of the electronic

states of I� near the interface and in isotropic environment in the bulk [274]. Thus,

although the absolute probing depth of liquid TRPES is not established yet at this point,

its effective probing depth seems sufficiently large to probe structure and dynamics of bulk
aqueous solutions. Notice that the surface sensitivity of photoelectron spectroscopy is

determined not only by the probing depth, but also by the surface activities of chemical

species. When a solute is surface active, the signal arises predominantly from the
interface [275].

There is always unavoidable elastic scattering of electrons in bulk water. Tang et al.

[270] have examined PAD in TRPES of liquid by rotating the polarisation of the laser with

respect to the photoelectron detector axis and found no noticeable dependence on

polarisation. It is interesting to examine further whether PAD is totally scrambled by
elastic scattering of electrons or it carries useful information, as we have seen for TRPES

of gases.
There is an unfavourable characteristic of a liquid beam; that is electrokinetic charging

[206,212,276,277]. A liquid beam is spontaneously charged because the electrical double
layer, created around the inner wall of a fused-silica capillary, is disrupted between the

moving phase and the still phase to cause charge separation. The ‘streaming potential’ thus

created can be quite large: a liquid beam of pure water creates a potential of over 10V
[206]. Thus, suppression and/or measurement of the streaming potential are indispensable

in photoelectron spectroscopy of liquids. Figure 29 shows the TOF spectra of
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photoelectrons produced by (1þ 10) two-photon ionisation of nitric oxide in the vicinity of
liquid beams of 0.1M NaI solution in various solvents [278]. Liquid beams of alcohol
solutions are positively charged and their potentials are ca 0.1 eV; consequently,
photoelectrons ejected from nitric oxide in the vicinity of these liquid beams are
decelerated. On the contrary, liquid beams of aqueous solutions are neutral or slightly
negatively charged, so that photoelectrons are repelled by the liquid beams and kinetic
energies increase.

Finally, an ambient pressure photoelectron spectrometer is a promising new instru-
ment for studies of heterogeneous reactions at the gas–solid and gas–liquid interfaces
[279]. TRPES will also be possible with this type of spectrometer.

6.3. CTTS reaction

A single water molecule cannot capture an excess electron; bulk water, however, stabilises
an electron by orienting OH bonds of the surrounding water molecules towards the centre
of the electron cloud [233–236,254–256,258,259,265–267]. The electron binding energy of a
hydrated electron in bulk water is ca 3.4 eV, as discussed later, with respect to the vacuum
level. A hydrated electron is a localised electronic state in the band gap region of a bulk
water created by the defect of hydrogen-bonding network (Figure 30). The electron
binding energy of a hydrated I� atom is 7.7 eV, as seen in Table 1; thus, I�(aq) is also a
localised electronic state in the band gap. When I�(aq) is photoexcited to a metastable
excited state below the conduction band, an excess electron cannot be ejected freely into
the bulk; the electron cloud can, however, penetrate into the adjacent space between water
molecules to be trapped as a hydrated electron. Internal conversion to the ground state of

Figure 29. (Colour online) Electron TOF spectra observed for (1þ 10) resonance two-photon
ionisation of NO in the presence of liquid beams of 0.1M NaI solution in H2O (black), D2O (blue),
methanol (green) and ethanol (red). The solid lines show Gaussian functions obtained by the least
squares fit. The widths of TOF signal correspond to the energy width of ca. 60meV. Adapted with
permission from Ref. [278] (Copyright 2012 Elsevier).
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I�(aq) competes with this CTTS reaction. When accommodating the excess electron, a
local hydrogen-bonding network has to change drastically by reorienting water molecules.
Thus, CTTS reaction involves solvation dynamics as the key element. For the studies of
CTTS dynamics, I�(aq) is a suitable solute, as it has no internal degrees of freedom besides
electronic motion that would otherwise complicate the problem considerably. CTTS
reaction from the lowest (2P3/2) CTTS state of I� (aq) to water has been previously studied
in detail by transient absorption spectroscopy [280–286].

CTTS reaction from I�(aq) to bulk water is the first system studied by liquid TRPES.
I�(aq) in water is excited by 226 nm pump pulse and subsequent species are photodetached
with time-delayed 260 nm probe pulse (Figure 30). Figure 31 shows the photoelectron
signal intensity, I(t), observed for aqueous NaI solutions of H2O and D2O as a function of
delay time. Each point indicates the total photoelectron signal integrated over all kinetic
energy distribution at each delay time. The 260 nm pulse induce photoemission from the
CTTS state, intermediate, and hydrated electron; therefore, the decay of the photoelectron
intensity is attributed to internal conversion to the ground state of I�(aq), i.e. geminate
recombination of an electron and a neutral iodine atom. Figure 31 shows clear isotope
effects: the reduction of photoelectron intensity in the first few picoseconds is greater in
D2O than H2O, while the contrary is true in the next 30 ps. The time constants determined
for CTTS in H2O agreed quite well with those reported by transient absorption
spectroscopy.

Figure 32 shows �(E, t), of CTTS reactions in H2O and D2O. The horizontal axis has a
logarithmic scale to display the rapid spectral change in �(E, t) within 1 ps. The general
features of �(E, t) are similar between H2O and D2O, however, the spectral width of �(E, t)
is narrower and its intensity diminishes faster in D2O than in H2O.

The observed photoelectron intensity and spectral evolution can be well explained by
either a kinetic model or a diffusion model. Figure 32(c) and (d) shows the time–energy
maps of �(E, t) fitted by the kinetic model shown graphically in Figure 33. The initial step
from the CTTS state to the first intermediate causes almost only a spectral shift; this step is

Figure 30. (Colour online) Schematic energy diagram for TRPES of CTTS reaction. Reprinted with
permission from Ref. [287] (Copyright 2011 Royal Society of Chemistry).
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Figure 32. Two-dimensional false colour map for photoelectron kinetic energy distributions
measured for CTTS reaction from I� to bulk water at different pump–probe time delays. The
schematic energy diagram of our experiment is shown in Figures 5–17. Panels (a) and (b) are
experimental data for 0.1M aqueous NaI solution in H2O and D2O, respectively. Panels (c) and (d)
are the results of global fitting of experimental data using a kinetic model. Adapted with permission
from Ref. [287] (Copyright 2011 Royal Society of Chemistry).
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Figure 31. Photoelectron signal intensity as a function of pump–probe time delay observed for
CTTS reaction from I� to bulk water: the sample solutions were 0.1M aqueous NaI solution in H2O
(black) and D2O (blue). The schematic energy diagram of the experiment is shown in Figures 5–17.
The cross-correlation of the pump and probe laser pulses was ca. 300 fs. A hemispherical
electron energy analyser was used to measure a photoelectron spectrum at each time delay, and the
spectrum was integrated over photoelectron kinetic energy to obtain the each data point. Adapted
with permission from Ref. [287] (Copyright 2011 Royal Society of Chemistry).
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expressed by a kinetic equation in both models. The difference between the kinetics and
diffusion models lies as to how to express separation of an electron and an iodine atom.
The kinetic model assumes two intermediate(s) (possibly a contact pair and a solvent
separated state) to reproduce the observed double exponential decay. The diffusion model
assumes only one intermediate complex between an electron and an iodine atom, which
interact with each other in a Morse potential, and that they mutually diffuse away to
produce a free hydrated electron and an iodine atom. The diffusion model assumes that
the recombination of an electron and an atom occurs at a certain critical distance set as a
boundary condition [283,288]. By adjusting the potential parameters, the diffusion model
can express multiple exponential decay behaviour with a single potential. The diffusion
model is more appropriate for describing the final separation of the electron and the iodine
atom; however, neither of these models can clearly determine how many reaction
intermediates are present in the course of this reaction.

A common shortcoming of the analyses of TRPES and transient absorption
spectroscopy is that the spectral evolution due to vibrational cooling is
neglected by assuming a single spectrum for each transient species. Another issue
encountered in the analyses of TRPES and transient absorption spectroscopy is that
relative magnitudes of the electronic transition dipole moments may not be
accurately known for different chemical species, which potentially causes errors in the
estimates of quantum yields. These points should be carefully considered depending on
each reaction.

Figure 33. (Colour online) Graphical presentation of our kinetic model with some representative
time constants for CTTS reaction from I� to bulk water. The observed experimental results can be
explained comparably well by a kinetic model presented here and a diffusion model. The latter solves
a diffusion equation with an assumed interaction potential, e.g. a Morse potential.
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6.4. Solvated electron

The CTTS reaction for bulk water discussed in the preceding section ultimately creates
hydrated electrons [197,230–259,263–269,289,290]. The hydrated electron is the most
important transient species in radiation chemistry and biology; its electron binding energy,
however, has not been measured by any means. In 1990s, researchers have found that the
electron binding energy of negatively charged molecular clusters varies approximately with
n1/3 where n is the number of water molecules in the cluster. This trend agrees qualitatively
with a model of an electron in a spherical dielectric cavity. In 1990, Coe, Bowen and their
coworkers [245] have estimated the electron binding energy of a hydrated electron in bulk
water by extrapolating the vertical electron binding energies of negatively charged water
clusters to the infinitely large size of the cluster. The value obtained by their analysis was
3.3 eV. Theoretical calculations, however, have refuted this estimate by showing that the
electron binding energy varies with n1/3 even when the excess electron is trapped at the
surfaces of clusters. Since the cluster anions are generated by electron attachment to cold
neutral clusters in molecular beams, the energetic penalty is large for an excess electron to
penetrate into a cluster by disrupting hydrogen-bonding network; consequently, an
electron is trapped at the surface of cold clusters. Neumark and coworkers have discovered
that there are three different isomers (I–III) for negatively charged water clusters, in which
isomer I exhibits the largest electron binding energy [254,255,289–292]. Careful experi-
ments have revealed that isomer I is created only when the cluster temperature is high,
which agrees with the speculation that some structural fluctuation of the neutral cluster is
necessary for internalising an excess electron by breaking hydrogen-bonding network in
the cluster. Isomers I–III have three different asymptotic values of electron binding
energies at the infinitely large sizes of the clusters, in which isomer I is regarded as an
embryont of a hydrated electron in the bulk [247], while isomer II seems related to a
hypothesised surface state of a hydrated electron [265,291–294].

Tang et al. and Siefermann et al. have measured the vertical electron binding energy of
a hydrated electron in bulk water to be 3.27 and 3.3 eV, respectively. So far, four research
groups have reported the electron binding energy of a hydrated electron, which are listed
in Table 2. The discrepancy in the experimentally measured VBEs of a hydrated electron
indicates experimental errors, which are possibly due to (a) low signal-to-noise ratio, (b)
the short IMFP of an electron in liquid, (c) the streaming potential of liquid and (d)
inelastic scattering of electrons in the gas phase. As for (a), an excellent signal-to-noise
ratio was obtained by magnetic bottle TOF spectroscopy by Lubcke et al. [269], while
other three experiments have suffered from lower signal-to-noise ratios. As for (b), the
experiment by Siefermann et al. [230] has a short IMFP because of a high probe photon
energy, while other three experiments have bulk sensitivities. As for (c), Tang et al. and
Siefermann et al. have calibrated the observed electron kinetic energy distributions against
streaming potentials of liquid beams; the streaming potential varies not only with solutions
as shown in Figure 29 but also with conditions of capillaries. As for (d), a magnetic bottle
TOF analyser used by Lubcke et al. may increases the influence of inelastic collisions, as
the magnetic bottle deflects electron trajectories towards a detector in which the electron
flying for a longer distance in high molecular density regions may be detected. Finally,
Shreve et al. [268] used a nanosecond one-colour experiment, while other three TRPES
experiments measured the photoelectron spectra of hydrated electrons at the time delays of
100–400 ps. The influence of this difference in time delay is not clear yet.
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In order to achieve higher precision and reliability for liquid TRPES, we have

constructed a high-resolution TOF spectrometer coupled with a 100 kHz deep UV

femtosecond laser described in Section 4.3. The TOF spectrometer (flight length: 1m)

achieves the energy resolution of 20–60meV. The repetition rate of 100 kHz is two orders

of magnitude higher than those in previous studies, which considerably improves the

signal-to-noise ratio. The spectra of solvated electrons in H2O, D2O, methanol and ethanol

measured at the pump–probe time delay of 2 ns are shown in Figure 34. Striking feature of

these spectra is their symmetric Gaussian shapes. It is noted that photoabsorption spectra

of solvated electrons in bulk solutions as well as photoelectron spectra of water cluster

anions exhibit asymmetric band shapes, which are expressed with Gaussian and

Lorentzian. The electron binding energies of solvated electrons thus determined from

high-precision measurements are listed in Table 2.
Liquid TRPES has now established a methodology to obtain a spectrum with high

precision and efficiency. Application of this methodology to other chemical problems in

Figure 34. (Colour online) Photoelectron spectra of solvated electrons in bulk solutions: H2O
(black), D2O (blue), methanol (green) and ethanol (red). Open circles are experimental data and solid
lines are the best-fit Gaussian functions obtained by the least squares fitting. The top panel shows
residues of the least squares fitting. There was no signal in the energy region of 0–1.5 eV. Adapted
with permission from Ref. [278] (Copyright 2012 Elsevier).

Table 2. Vertical binding energies (eV) of solvated electrons.

Solvent

Horio et al. [278]
Tang

et al. [231]
Shen

et al. [295]
Siefermann
et al. [230]

Lubcke
et al. [269]

Shreve
et al. [268]hEia Gauss fit

H2O 3.42(6) 3.44(3) 3.27 – 1.6/3.3b 3.4b 3.6b

D2O 3.47(5) 3.49(3) 3.20 – – – –
Methanol 3.38(4) 3.36(2) – 3.1 – – –
Ethanol 3.30(3) 3.28(2) – 3.1 – – –

Notes: The numbers within parentheses are 1� of the last digit.
aExpectation values calculated from the observed photoelectron spectra.
bUncorrected for streaming potentials.
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solution, including dynamics of hydrated electrons and hydrated molecules, are rapidly
expanding.

7. Conclusion

TRPES is a highly useful experimental method to study ultrafast electronic deactivation
processes and the associated vibrational wave packet dynamics. TRPES of prototypical
aromatic molecules requires ultrashort laser pulses in the deep UV region, and its technical
difficulty has impeded the studies on ultrafast internal conversion through conical
intersection. The multi-colour filamentation technique enables production of deep UV and
vacuum UV pulses of less than 20 fs duration; therefore, this technique is highly useful for
TRPES at high time-resolution. PAD is sensitive to the electronic character of the ionised
state, and time–energy mapping of anisotropy parameter enables clear identification of the
change of adiabatic states as presented for the pyrazine case. On the other hand, the case
of benzene and toluene suggests that TRPES can also detect the change of the electronic
character (electron configuration) along the adiabatic reaction path. In these molecules,
the changes of electronic characters are closely tied to molecular structural deformation
from planar to non-planar geometry. Furan represents the importance of interplay
between experiment and theory in elucidating complex dynamics of polyatomic molecules.
For these gas phase reactions, measurements of photoelectron angular anisotropy were the
key to elucidating ultrafast electronic dynamics.

Non-adiabatic electronic dynamics in solution is the frontier of experimental and
theoretical studies of non-adiabatic dynamics. Inherent technical difficulties associated
with TRPES of liquids are now gradually removed, and the research opportunity of liquid
TRPES is expanding. The probing depth of liquid TRPES is still not known accurately,
and it should be clarified in future study. It is stressed that the great strength of liquid
TRPES is that it enables detailed ultrafast photoelectron spectroscopic studies of electron
dynamics under wet conditions for electrons, atoms, molecules and particles. The
advantage of a high-repetition laser is quite clear for liquid TRPES. TRPES provided the
electron binding energies of solvated electrons in four polar protic solvents. These results
firmly established energetics of these species. The correspondence of the electron binding
energies between cluster anions and the bulk solutions still requires more experimental and
theoretical investigations, in which the temperature dependence of electron binding
energies should be taken into account. If the PAD is scrambled by elastic scattering, liquid
TRPES will rely solely on the one-dimensional information of photoelectorn kinetic
energy distribution. Further examination will clarify whether the angular distribution is
observable in liquid TRPES. If so, as we have seen for isolated molecules and surfaces,
time–energy mapping and angular anisotropy will be of great assistance in elucidating
ultrafast electronic dynamics in liquids.
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